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Wavelet transformation 
c0, c1, c2, c3, c4, c5, c6, c7, . . . , c2L−1 

c1, c3, c5, c7, . . . , c2L−1  
 

Wavelet transformation: 
aj = (c2j +c2j+1)/2,  bj = (c2j −c2j+1)/2,  j = 0, 1, . . . , L−1.  

c2j =aj +bj,   c2j+1 =aj −bj,  j=0,1,...,L−1  
 

Main stream:  a0,a1,a2,a3,a4,a5,a6,...,aL−1  
Wavelet stream: b0,b1,b2,b3,b4,b5,b6,...,bL−1  
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 First wavelet (Haar wavelet) by Alfréd Haar 
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 Since the 1980s: Yves Meyer, Stéphane Mallat, 
Ingrid Daubechies, Ronald Coifman, Ali Akansu, 
Victor Wickerhauser 
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Spline-Wavelet Robust Code under Non-Uniform
Codeword Distribution

Abstract—Robust codes are new nonlinear systematic error
detecting codes that provide uniform protection against all errors,
whereas classical linear error-detection code detects only a certain
class of errors. Therefore, defence by the linear codes can be
ineffective in many channels and environments, when error
distribution is unknown. This drawback makes the linear codes
vulnerable to side channel attacks. In turn, resistance of the
robust code to side channel attacks can deteriorate if codeword
distribution is non-uniform. The probability of error masking can
increase depending on codeword distribution. However, mapping
the most probable codewords to a predefined set can reduce
the maximum of the error masking distribution, thus preventing
attackers from using this vulnerability.

In this paper, we propose a general approach to the algorithm
construction of spline-wavelet decompositions of linear space over
an arbitrary field. This approach is based on the generaliza-
tion of calibration relations and functional systems, which are
biorthogonal to basic systems of relevant space. The obtained
results permit the construction of spline-wavelet robust code. The
algorithm proposed in this paper is based on the second-order
wavelet decomposition of B-splines under non-uniform nets.

The encoding function of the obtained code construction was
investigated. In this article, we prove that this encoding function
is a bent-function. We also provide a proof that the proposed
spline-wavelet robust code is optimal. This paper explores the
characteristics of the code in the case of non-uniform codeword
distribution.

Keywords: robust code, spline-wavelet decomposition, non-
uniform distribution, Gray mapping

I. INTRODUCTION

Error detecting codes are widely used for telecommuni-
cation channels. They ensure the reliability and security of
devices from soft and hard errors, and side channel attacks.
Robust and partially robust codes have been designed for
defence cryptosystems against side channel attacks. Currently,
the problem of finding new constructions of robust and par-
tially robust codes is significant. Constructions of systematic
robust codes were first introduced in [5] and applied to protect
cryptographic hardware against fault attacks in [8]. Different
types of robust codes, partially robust codes, and minimum
distance robust codes were offered in [2], [3] and [6]. However,
one disadvantage of robust codes is that these codes assume
that the information bits are uniformly distributed and are not
known to an attacker. In [4] is shown the application of the
Quadratic-Sum codes and codes derived from the cubic code
in case of non-uniform codeword distribution.

This article explores the robustness of code, that is de-
rived from spline-wavelet transforms. If also investigates the
characteristics of this robust code in the case of non-uniform
codeword distribution. Using a specific method of net selection

and element discarding, the second-order spline-wavelet re-
construction formula can be reduced to a bent-function. Bent-
functions are well suited for building robust codes [2], because
the codes that construct these functions are the most optimal.
The case of non-uniform codeword distribution, the proposed
spline-wavelet robust code can be improved by Gray mapping.

II. THEORY OF THE SPLINE-WAVELET DECOMPOSITION

Let Z be the set of all integers. On finite or infinite interval
(↵, �) of the real axis R1 consider the net: X , {x

j

}
j2Z,

X : . . . < x�1 < x0 < x1 < . . . , (1.1)

for which ↵ = lim

j!�1
x

j

, � = lim

j!+1
x

j

,8j 2 Z. (1.2)

(The same result is valid for the finite net, enough to consider
the trace of all objects in the interval embedded in (↵, �)).
Segments [x

j

, x
j+1] are called elementary net segments of

the net X . Denote the linear space of functions that are
continuously differentiable in points of the open interval (↵, �)

as C1
(↵, �). On the net X, consider polynomial second-order

spline !
j

(j 2 Z):

!
j

(t) = (t� x
j

)

2
(x

j+1 � x
j

)

�1
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j+2 � x
j

)

�1,

for t 2 [x
j

, x
j+1); (1.3)

!
j

(t) = (x
j+2 � x

j

)

�1
(x

j+2 � x
j+1)

�1
(x

j+3 � x
j+1)

�1⇥

⇥
h
(x

j

�x
j+2�x

j+3 +x
j+1) t2� 2(x

j+1xj

�x
j+2xj+3) t+

+x
j

x
j+1xj+3�x

j

x
j+2xj+3+x

j

x
j+1xj+2�x

j+1xj+2xj+3

i
,

for t 2 [x
j+1, xj+2); (1.4)

!
j

(t) = (t� x
j+3)

2
(x

j+3 � x
j+2)

�1
(x

j+3 � x
j+1)

�1,

for t 2 [x
j+2, xj+3], (1.5)

!
j

(t) = 0 for t /2 [x
j

, x
j+3], so supp !

j

[x
j

, x
j+3]. (1.6)

In the space C1
(↵, �) we consider the linear functionals g(i),

i 2 Z defined by formula

hg(i), ui , u(x
i+1) + (x

i+2 � x
i+1)u

0
(x

i+1)/2

8u 2 C1
(↵, �). (1.7)

For convenience, we will write it in the form: g(i) ,
⇣
I +

1
2 (x

i+2 � x
i+1)

d

dt

⌘���
t=xi+1

, where I is the identity operator,
d

dt

is the differentiation operator,
��
t=xi+1

denotes substitution
t = x

i+1. The result of the functional g(i) to the function u
defined by the value of the function and its derivative at the
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In mathematics, a spline is a special function defined 
piecewise by polynomials.  
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point x
i+1; this point is called the support of the functional

g(i) and is written as

supp g(i)
= x

i+1. (1.8)

Theorem 1. System of the functional {g(i)}
i2Z is the

biorthogonal spline system {!
j

}
j2Z, i.e. hg(i),!

j

i = �
i,j

.
Proof. For i = j we have

hg(j),!
j

i =

D
I +

1

2

(x
j+2 � x

j+1)
d

dt

���
t=xj+1

,!
j

E
=

=

D
I +

1

2

(x
j+2 � x

j+1)
d

dt

���
t=xj+1

, (t� x
j

)

2
E
⇥

⇥(x
j+2 � x

j

)

�1
(x

j+1 � x
j

)

�1
=

= (x
j+1 � x

j

)

h
(x

j+1 � x
j

) +

1

2

(x
j+2 � x

j+1)
2
i
⇥

⇥(x
j+2 � x

j

)

�1
(x

j+1 � x
j

)

�1. (1.9)

From (1.9) we obtain

hg(j),!
j

i = 1. (1.10)

In calculating the value of the functional g(j+1) to the function
!

j

, we use the formula (1.5), and we find

hg(j+1),!
j

i =

D
I +

1

2

(x
j+3�x

j+2)
d

dt

���
t=xj+2

, (t�x
j+3)

2
E
⇥

⇥(x
j+3 � x

j+1)
�1

(x
j+3 � x

j+2)
�1

; (1.11)

From (1.11) we derive the relation

hg(j+1),!
j

i = 0. (1.12)

For i  j � 1 and i � j + 2 under substitution t = x
i+1,

interval x
i+1 can always be chosen incident, where function

!
j

(t) is identical to zero. Because of this, for these i we have
the relation

hg(i),!
j

i = 0 8i 2 Z\{j, j + 1}. (1.13)

The relations (1.10), (1.12) and (1.13), which are defined
above, proves the theorem. ⌅
For a fixed k 2 Z let

x
j

, x
j

for j  k � 1, x
j

, x
j+1 for j � k, ⇠ , x

k

and consider the new net X : . . . < x�1 < x0 < x1 < . . ..

Second-order splines !
j

, based on the new net X , are
represented by formulas (1.3) – (1.6) with replacement nodes
x

j

of the net X on the nodes x
j

of the net X . Obviously, for
j /2 {k � 3, k � 2, k � 1}, splines !

j

coincide with splines
discussed previously:

!
j

(t) ⌘ !
j

(t),8j  k � 4;!
j

(t) ⌘ !
j+1(t),8j � k. (1.14)

For j 2 {k � 3, k � 2, k � 1}, splines !
j

can be represented
as a linear combination of splines !

j

and !
j+1. According to

Theorem 1, the system of functionals hg(i), ui , u(x
i+1) +

1
2 (x

i+2 � x
i+1)u

0
(x

i+1) is biorthogonal to the spline system
{!

j

}
j2Z. It is easy to see that

g(i)
= g(i) for i  k � 3, and

g(i)
= g(i+1) for i � k � 1; (1.15)

note that the functional g(k�2) is not contained in the func-
tional set {g(j)}

j2Z, and functionals g(k�2) and g(k�1) are not
contained in the functional set {g(i)}

i2Z.

Consider the representation of spline !
j

, j = k � 3, k �
2, k � 1 through the spline !

i

, i = k � 3, k � 2, k � 1, k
and derive the reconstruction and decomposition formulas,
allowing the representation of splines obtained on the new net
through splines constructed on the original net. This article
will present only formulas of reconstruction and decomposition
without proofs; proofs of these formulas are represented in
[9,10,11]. Assume that the coefficients a

i

and b
i

0 of element
projection decomposition u 2 ⌦(X) on the spaces ⌦(X) and
W : Pu =

P
i

a
i

!
i

, Qu =

P
i

0 b
i

0!
i

0 , where a
i

= hg(i), ui,
b
i

0
= hg(i0), Qui, !(X) = !(X) + W

k

, is the corresponding
wavelet decomposition.

Theorem 2. For the second-order spline-wavelet decom-
position of the space ⌦(X), formulas of the reconstruction
are:

c
j

= a
j

+ b
j

for j  k � 3,

c
k�2 = a

k�3(xk

� ⇠)(x
k

� x
k�2)

�1
+

+a
k�2(⇠ � x

k�2)(xk

� x
k�2)

�1
+ b

k�2,

c
k�1 = a

k�2(xk+1 � ⇠)(x
k+1 � x

k�1)
�1

+

+a
k�1(⇠ � x

k�1)(xk+1 � x
k�1)

�1
+ b

k�1,

c
j

= a
j�1 + b

j

for j � k. (1.16)

Theorem 3. For the second-order spline-wavelet decompo-
sition of the space ⌦(X), formulas of the decomposition are:

a
i

= c
i

for i  k � 3,

a
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� ⇠)(⇠ � x
k�2)

�1c
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+(x
k

� x
k�2)(⇠ � x

k�2)
�1c
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a
i

= c
i+1 for i � k � 1,

b
j

= 0 for j 6= k � 1,

b
k�1 =

h
(x

k+1�⇠)(x
k

�⇠)c
k�3�(x

k+1�⇠)(x
k

�x
k�2)ck�2+

+(x
k+1�x

k�1)(⇠�x
k�2)ck�1� (⇠�x

k�1)(⇠�x
k�2)ck

i
⇥

⇥(x
k+1 � x

k�1)
�1

(⇠ � x
k�2)

�1.
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 Wavelet transformation 

Let V0 is the vector space of finite or infinite dimension over
a field GF (q = pr), where p is a prime. Wavelet transform
is a decomposition of space V0 in a direct sum of subspaces
V1 � W1, such that the subspace bases V1 = span{�l}l2Z

and W1 = span{ l}l2Z (where span denote linear span) are
cyclic shifts of the scaling sequence �l(n) = �l(n � 2l) and
the mother wavelet  l(n) =  (n� 2l) for all l, n 2 Z.

For orthogonal wavelet transforms the next conditions must
be satisfied:

h�(n� 2k),�(n� 2l)i = 0,8l 6= k,

h (n� 2k), (n� 2l)i = 0,8l 6= k,

h�(n� 2k), (n� 2l)i = 0,8l, k.

We formulate the conditions of biorthogonality and precise
recovery. The system { }1n=1 is called the biorthogonally
conjugate or just biorthogonal to the system { }1n=1 if for
8n, k 2 N the relation (�n, k) = �k

n.

Let N 2 N is even, F = GF (pr), p is prime. Consider
partitions of the vector space FN = V0 in the direct sum of
subspaces:

V0 = V1 �W1 = V1 �W1

dimV1 = dimW1 = dimV1 = dimW1 = N/2.

Suppose that the spaces

V1 = span({�}N ),W1 = span({ }N ),

V1 = span({�}N ),W1 = span({ }N ),

are linear spans of cyclic shifts. Assume also that the bases of
the subspaces V1 and V1 and their complements W1 and W1

are biorthogonal.

Wavelet transform can be represent in matrix form:
2

666666666664

v1

v2
...

vN/2

w1

w2
...

wN/2

3

777777777775

=

2

666666664

h1 h2 · · · hN

hN�1 hN · · · hN�2

· · · · · · · · · · · ·
h3 h4 · · · h2

g1 g2 · · · gN

gN�1 gN · · · gN�2

· · · · · · · · · · · ·
g3 g4 · · · g2

3

777777775

2

66666664

x1

x2

x3
...
...

xN

3

77777775

(1),

where {x1, x2, · · · , xN} is the original sequence,
{v1, v2, · · · , vN/2} is the main sequence, {w1, w2, · · · , wN/2}
is wavelet sequence, {h1, h2, · · · , hN} and {g1, g2, · · · , gN}
are coefficients of scaling function.

Values of the main and the wavelet components can be
considered separately. Formula (1) can be represented as set
of two matrix (2) and (3):

2

664

v1

v2
...

vN/2

3

775 = HN/2,N

2

66666664

x1

x2

x3
...
...

xN

3

77777775

(2),

where

HN/2,N = H =

2

64

h1 h2 · · · hN

hN�1 hN · · · hN�2

· · · · · · · · · · · ·
h3 h4 · · · h2

3

75 =

= cir2{h1, h2, · · · , hN}

(cir2 denotes circulant matrix with shift 2).

Similarly, for wavelet part:

2

664

v1

v2
...

vN/2

3

775 = G

2

66666664

x1

x2

x3
...
...

xN

3

77777775

(3).

Hence for encode the message we need matrix H and G. In
turn for decoding we need matrix H and G that satisfy the
following conditions:
1) biorthogonality condition:

8
>><

>>:

HHT = I
GGT = I
HGT = O
GHT = O

2) condition of exact recovery:

HTH+GTG = I

Proposed in this paper linear error-correcting code is
obtained by a single level of space decomposition, so the
dimension of the vectors can be any even number. The
proposed linear code is constructed as follows. Information
part v = {v1, v2, · · · , vN/2} of codeword is a sequence of
field elements GF (q), N is even. Hence redundant part have
the form w = {w1, w2, · · · , wN/2}. The set of all codewords
can be define by the next generator matrix and check matrix:
1) generator matrix of wavelet linear code:

HT + aGT J

2) check matrix of wavelet linear code:

HT + bJTGT
,

where a, b 2 GF (q), ab = (p � 1)modp, matrix J =
cir(0, 1, 0, ..., 0) of size N/2⇥N/2.

As can see from the above matrix, the resulting code is
a linear cyclic code. Hence principles of syndrome decoding
that use in cyclic codes can be applied to the proposed in this
article construction of linear wavelet code.

For storing or transferring all codewords linear codes can
store in the memory of the encoder or decoder significantly
less of them, more precisely, only words that form the
basis of linear space. This simplifies the implementation of
encoding and decoding devices and makes linear codes is
very attractive to practical applications. Although linear codes
effectively detects and corrects few, but large error blocks, their
effectiveness decreases if errors are frequent or controlled by
attacker.
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Robust codes 

4 The construction of robust code based on wavelet

linear code

In this section, we propose constructions of robust codes developed by wavelet
cyclic codes from the previous section.

Robust codes are nonlinear systematic error-detecting codes that provide uni-
form protection against all errors without any (or that minimize) assumptions
about the error and fault distributions, capabilities and methods of an attacker.

One of the main criteria for evaluating the e↵ectiveness of a robust code is
the error masking probability. The error masking probability Q(e) can be defined
as:

Q(e) =
|{x| 2 C, x+ e 2 C}|

M
,

where C is the robust code, x is a codeword that belongs to the code C, e is an
error, and M is the number of codewords in the code C.

Robust codes for the same codeword length and number of redundant bits
have fewer undetectable errors and lower masking error probability than the
corresponding linear code.

The robustness of codes depends on the nonlinearity of functions. The func-
tion nonlinearity P

f

can be measured by using the directional derivative

D
l

f(x) = f(x+ l)� f(x),

where l is a vector that define the direction.
Let

f : GF (qk) ! GF (qr) : l ! s = f(x).

then
P
f

= max
l2GF (q

k
)

max
s2GF (q

r
)

Pr(D
l

f(x) = s) (4),

where Pr(z) denotes the fractions of cases when z occurs, l, s - vectors of two
fields between which there is mapping f .

As shown in the paper [1], robust code can be constructed on the basis of
existing linear codes. Let C be a binary linear wavelet and (n, k) be a code over
GF (q) with generator matrix:

HT + aGJ.

Code C can be converted into a nonlinear systematic robust code C
R

by taking
the multiplicative inverse in GF (qr) of the r redundant bits.

Let v denote information part of codeword, r denote redundancy part, then
the process of encoding for wavelet robust code based on the multiplicative
inverse is shown in Figure 1.

Let x be a polynomial from GF (qk). Then x�1 is a polynomial from field
GF (2r=k). Then for error e = (e

1

, e
2

), where e
1

, e
2

2 GF (2r=k), the condition
of error masking equals f(x

1

+ e
1

) = f(x
1

) + e
2

. Respectively to (4) we get
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           Method of constructing Systematic Robust 
code from Linear Codes 

Let      be a binary linear code with length      and amount of 
redundant elements      . Code       can be made into a nonlinear 
systematic robust code:
    
1. by taking multiplicative inverse in                  of r redundant bits:

2. by calculation the cube in                of r redundant bits: 

L
n

r
LC

)2( rGF

( ) ( ) ( ) ( )rk
L GFPx=v,GFxvx,=C 22| 1∈∈ −

)2( rGF

( ) ( ) ( ) ( )rk
L GFPx=v,GFxvx,=C 22| 3∈∈



Proposed Robust Code Scheme 

by taking multiplicative inverse in                 of r redundant bits:

by calculation the cube in                 of r redundant bits: 

)2( rGF

)2( rGF



Benefits of wavelet codes 

Fig. 1. The process of encoding by the wavelet robust code based on the multiplicative
inverse.

D
e1f(x1

) = e
2

. For function f(x) = 1/x, we have P
f

= 2�r. As a result, we
obtain the next parameters of wavelet code (2r, 2r, 2)

2

. Therefore, this robust
code construction has masking error probability 2�r and number of undetectable
errors 0.

Also, wavelet robust code C
R

can be obtained by a calculations cube in
GF (qr) of the r redundant bits. The process of encoding by the proposed wavelet
robust code is shown in Figure 2.

Fig. 2. The process of encoding by the cube wavelet robust code, where v - information
part of codeword, r - redundancy part

For function f(x) = x3, we also have P
f

= 2�r. The robust wavelet code
based on the cube encoding function has masking error probability of 2�r, and
the number of undetectable errors equals 0. Comparison of the error masking
probability and the number of undetectable error for linear and robust wavelet
codes are shown in Table 1.

Code Q(e)

Undetectable
errors

Hamming linear code 1 2k

Partially robust Hamming code 1 2k�r

Robust quadratic systematic code [2] 2�r 0
Robust duplication code [2] 2�k 0

Wavelet linear code 1 2k

Wavelet robust code
with encoding function 1/x

2�k 0

Wavelet robust code
with encoding function x3

2�k 0

Table 1. Comparison of the optimum robust duplication code and Hamming lin-
ear code with proposed construction. Q(e) is an error masking probability, k is
the number of information symbols in codewords, r is the number of redundant
symbols
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Fig. 6. General architecture for protection of the ADV612 system with the robust wavelet code
based on multiplicative inverse.

Table 1. Comparison of the maximum error masking probability Q(e)
and number of undetected errors for the ADV612 computer model.

Wavelet code Number of the undetected
parameters max Q(e) errors

System without codes 1 All errors

(32, 16)-linear 1 216

wavelet code

(32, 16)-robust 2−15 0
wavelet code

1750014-14
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Wavelet transformation and its application in ADV612 chips

Table 2. Comparison of the encoding rate for 64 block, the block length is
16 bits. (32,16) code is tested, the polynomial representation for matrix h is
x14 + x12 + x10 + x8 + x6 + x4 + x3 + x2 + 1. These results were obtained in
the operating system Ubuntu 16.04, Processor AMD A4-5000 APU, RAM 4GB.

Compared Encoding rate in Encoding rate in
constructions system without wavelets ADV612 computer model

System without codes 3, 14 c 2, 93 c

Linear 3, 32 c 3, 18 c
wavelet code

Robust wavelet code 3, 51 c 3, 36 c
with w−1 nonlinear part

see from Table 1, the maximal level of robustness is achieved by the system by
using robust wavelet code. Linear code has some undetected errors, but it protects
against the remaining errors 232 − 216.

In Ref. 16, it is shown that the wavelet codes have advantages, particularly in
cases of nonuniform input codeword distribution. Joint use of Gray mapping and
wavelet construction can reduce the error masking likelihood, as shown in Ref. 16.

Field of the robust code application is very broad and includes protection of
data transmission channels, storage devices and cryptographic tools.12–14,19 In this
paper, the processing system protection scheme it is proposed for ADV612 video
compression scheme. The original ADV612 scheme has no mechanism to ensure the
integrity, so implying wavelet codes in ADV scheme can ensure the integrity and
provide more benefits for the ADV612. The absence of integrity mechanism in the
system can result in loss of important data. The proposed code constuctions can
detect errors that occur during processing and storage of information in the ADV612
system. Moreover, wavelet component in proposed designs can be combined with
wavelet transformations that are used in ADV612 system.

5. Conclusion

In this paper, we have described the error-correcting coding scheme based on
wavelet transformation and its implementation in ADV612 chip. For the proposed
scheme, we created wavelet linear and wavelet robust codes. Linear wavelet code
skips a certain class of errors, but it has a very simple structure of coding in
comparison with the robust code. The robust wavelet code has no undetectable
errors, so it ensures reliable protection against the error injection. Both schemes
provide higher class of security and can be applied not only in ADV chip, but also
in other models where wavelet transformation is used.
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